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Abstract— Lab automation has the potential to accelerate
scientific progress in the natural sciences, allowing tedious
experiments that would require many hours of human time
to be automated, enabling higher accuracy, efficiency, and
repeatability. Mobile manipulation robots have the potential
to work in chemistry labs designed for humans to complete
tasks for which setting up customized factory-scale automation
is premature or infeasible. We present a new method to enable
a mobile manipulation robot to automate injections, a common
task in chemistry labs when using equipment such as gas
chromatographs (GCs) for analyzing the contents of a sample
mixture. This task is challenging for a mobile manipulation
robot due to the need to navigate to the equipment in the
lab and then achieve millimeter-scale accuracy required for
the syringe positioning. Our approach leverages deep learning
to create a model capable of localizing the syringe with high
accuracy using cameras mounted on the chemistry equipment,
and then uses a visual servoing approach based on the syringe’s
needle localization to achieve the injection. We demonstrate that
our approach is robust to uncertainty in navigation as well
as uncertainty in the grasping position and orientation of the
syringe, achieving errors sufficiently small to enable the mobile
manipulation robot to automate injections in real chemistry
equipment.

I. INTRODUCTION

Automation in chemistry laboratories has the potential to
accelerate scientific research and discovery within the natural
sciences. Automating experiments can reduce the need for
tedious human labor, enable experiments to be conducted
around the clock, and enhance the accuracy, efficiency, and
repeatability of experimental procedures. Currently, chemists
manually perform many tasks, ranging from fetching and
storing reagents to operating various synthesis and measure-
ment instruments. Current automation solutions vary from
very expensive facility-wide systems to specialized tabletop
assemblies, but the latter typically necessitate intricate tube
networks, fixed instrument couplings, or are confined to
handling materials and equipment within a limited proximity.
These solutions are generally restricted to specific tasks
and cannot automate the broad spectrum of lab-wide tasks
customarily performed by chemists when conducting basic
chemistry research. Mobile manipulation robots could offer
a solution, performing many tasks traditionally executed
by humans, and thus, safely increasing productivity within
human-designed chemistry labs.
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Fig. 1. A mobile manipulation robot (top) uses our method to autonomously
perform an injection in a gas chromatograph (GC), a common instrument
in chemistry labs for analyzing the content of a sample mixture. The task
requires high accuracy, as can be seen from the 2 camera views (bottom).

Automating tasks in a chemistry lab using mobile ma-
nipulation robots is challenging. These robots must operate
within human-centric environments while safely navigating
and performing high-precision manipulation tasks. Chemistry
labs typically have limited space that impedes navigation
and cluttered tabletops that increase the difficulty of object
manipulation. Additionally, the presence of fragile items,
hazardous chemicals, and costly equipment demands careful
robotic navigation and manipulation to prevent damage and
ensure safety. After navigating several meters to a bench-
top or specialized instrument, the robot’s task frequently
necessitates millimeter-level accuracy for successful and safe
execution.



In this paper, we introduce a novel method enabling
a mobile manipulation robot to automate injections — a
common task in chemistry labs. For example, injection is
integral for utilizing chemical analysis equipment such as
a gas chromatograph (GC). A key component of chemistry
research with a global market of $2.8 billion [1], a GC ana-
lyzes the chemical makeup of gas or liquid sample mixtures
via separation on a stationary phase column, inducing varied
residence times per molecule. For gas chromatography, an
injection task requires the robot to transport a sample-loaded
syringe to a GC, accurately align it with a millimeter-scale
injection port (as shown in Figure 1), carefully perform
the insertion, dispense the syringe’s contents, and retract
the syringe. Injection tasks are common in chemistry and
extend beyond gas chromatography, including dispensing or
withdrawing gases or liquids to/from specialized equipment
and containers (e.g., vials) sealed with septums.

The automated injection problem is challenging for a
mobile manipulation robot. The task requires navigating to
the equipment and then achieving millimeter-level accuracy
to align a syringe of submillimeter radius with a millimeter-
scale injection target - in our case with a 1.5 mm radius.
There are many aspects that complicate the problem, such
as camera extrinsic calibration errors, joint encoder errors,
and control and planning errors, which are exacerbated when
using a low-cost, compact mobile manipulation robot as
required by the application. Perception is a particularly sig-
nificant challenge since these small objects are very difficult
to detect from the robot’s perspective. Furthermore, they
are reflective, which makes perception even more difficult.
There is very little room for error due to the small scale
of the injection target; a failure due to missing the target
may result in damage to the syringe’s needle, leakage of the
syringe’s contents, damage to the environment, and delays
to the experiment.

Our approach leverages a deep learning model capable of
detecting the syringe’s needle with high accuracy using ma-
chine vision cameras mounted on the chemistry equipment,
combined with visual servoing, to achieve the injection. The
robot first navigates to the chemistry equipment with the
injection port and then uses an AprilTag [2] to position its
end effector within the port’s vicinity. The robot then aligns
the needle with the injection port using visual servoing that
leverages the deep learning model for detecting the needle
in the equipment-mounted camera images and iteratively
reduces the alignment error between the needle and the
injection port. The deep learning model can detect the needle
under different orientations and even when it is blurry. Once
the robot aligns the needle, it inserts the needle into the
injection port.

We demonstrate our method with the Fetch Mobile Ma-
nipulator Robot and two Toshiba TeliCam machine vision
cameras. Our results show that our approach is robust to
uncertainty in navigation as well as uncertainty in the grasp-
ing position and orientation of the syringe, achieving errors
sufficiently small to enable the mobile manipulation robot to
automate injections in real chemistry equipment.

II. RELATED WORK

Whereas chemistry automation has traditionally relied on
systems such as bespoke tabletop machines [3], [4], [5], [6],
[7], fixed robotic arms [8], [9], [10], cartesian robots [11],
and flow chemistry systems [12], [13]; a new wave of
automation seeks to bring mobile, general-purpose robots to
the lab [14], [15], [16], [17].

We first cover some literature on fixed robot arms. Coley
et al. [18] used a robotic arm in a flow chemistry workcell to
swap and reorder flow components, such as reactors and tub-
ing, based on the desired reagent to be synthesized. Sparkes
et al. [19] set up two robot arms in two separate workcells to
interact with chemistry instruments. Lim et al. [20] employed
an arm installed next to chemistry equipment, including a
magnetic stirrer and a GC, to automate organic chemistry re-
actions. Notably, this study used a commercial auto-injector
for performing GC injections. However, auto-injectors are
fixed to the machine and do not work if the syringe requires
its contents to be retrieved from elsewhere, which our mobile
automated injection solution allows. Fixed arms can be useful
for bespoke tabletop setups, but using multiple arms can be
expensive and reduce flexibility and scalability.

Mobile robots address many of the problems of fixed robot
arms by offering general, reusable platforms that can be
used to automate tasks across the chemistry lab. Fakhruldeen
et al. [16] used a KUKA KMR mobile robot to transport
samples as well as load/unload chemistry equipment. A
Franka Emika Panda arm was also used to automate a
tabletop workcell consisting of a hot plate, a balance, and a
stirrer. Kleine-Wechelmann et al. [15] created a mobile robot
capable of handling sample trays. The robot could transport
trays to and from storage, as well as load/unload them from
chemistry instruments. The robot had integrated storage for
several trays on its frame, enabling quicker transportation.

A notable project is by Burger et al. [14], who used a mo-
bile robot and chemistry instruments to automatically execute
688 experiments for finding more active photocatalysts. The
robot transported samples and loaded/unloaded them to/from
instruments. The system used Bayesian optimization and
identified photocatalysts six times more active than the base
mixtures. The robot and various instruments were connected
using the Robot Operating System (ROS) [21], which was
used by a process management system for coordinating the
experiments. The robot was part of a larger automation
infrastructure, with the entire system taking about 2 years
to develop.

While mobile robots have successfully been used to inter-
act with chemistry equipment by loading/unloading samples,
they have not been used for more complex tasks. This paper
is a step towards automating more difficult lab tasks with a
mobile manipulation robot, starting with automated injection,
and shows that mobile manipulation robots can be used to
automate chemistry procedures that would otherwise require
human intervention.



III. METHOD

We tackle the problem of automated injection with a
mobile manipulation robot. We begin by formalizing the
problem and then describe our system components and
method for automating this task.

A. Problem Definition

Mobile manipulation robots have the potential to automate
tasks in existing chemistry labs because they can navigate
around the lab, transport samples, interact with chemistry
instruments, and perform a variety of manipulation tasks
that would otherwise require human intervention. A single
mobile manipulation robot can be used for many different
tasks at many stations within the lab and can transport items
from one station to another. Here we address the problem
of enabling such a robot to autonomously perform high-
accuracy injections into a target, a common task required
when using a variety of chemistry instruments, such as GCs.

We use a mobile manipulation robot with a differential
drive base and a 7-DoF arm mounted on a liftable torso.
The differential drive allows the robot to rotate in place and
more easily navigate in a cluttered environment. The DoF of
the arm and torso are sufficient to enable obstacle avoidance
while performing tasks using tabletop equipment. We define
the base configuration as qb = (x,y,θ), where x and y are
the coordinates of the base and θ is the base’s heading. The
arm and torso can be combined into one configuration as
qa = (θ1...θ7,τ), where θ1, ...,θ7 are the joint angles of the
arm and τ is the vertical position of the liftable torso.

The injection task involves two objects: an injection target,
whose pose along its center we denote by t ∈ SE(3), and
a syringe, whose pose along its center we denote by s ∈
SE(3). The target is typically composed of a circular port
inside of which is a rubber septum which the syringe’s needle
can pierce through. The septum automatically re-seals after
the needle is withdrawn. Some chemistry equipment include
a conical structure on the injection port to help guide the
needle into the septum, but this conical structure is typically
limited in size to avoid deflecting the needle too much such
that it sustains damage. We define tr as the radius around t
that defines a circular injection surface perpendicular to the
Z axis, including the septum’s surface area and the conical
guide when present. We denote (tx, ty) as the center point
of the injection target t. The injection target lies flat, so its
orientation components (roll, pitch, yaw) are zero. In our
experiments, we use a Varian 450 GC that has an injection
port with tr = 1.50 mm.

The syringe has a needle of cylindrical shape, with a
radius of sr. In our experiments, sr = 0.35 mm. We annotate
two keypoints on the needle, k1, the base of the needle,
and k2, the tip of the needle. The syringe, depending on
its properties, can bend to a certain degree, allowing the
target’s cone to function as a guide such that any point on
the target within the radius tr is valid for the needle injection.
We emphasize that the tip of the needle is fragile and can
easily be damaged if it contacts a hard surface, so there are

Fig. 2. Illustration of the automated injection problem, which requires
aligning the robot-grasped syringe (which includes the syringe’s needle)
and the target with high accuracy.

limits to the size and slope of the guide. Both the injection
target and the needle are usually metallic and reflective.

The automated injection problem can be formally defined
as the task of aligning the syringe s grasped by the robot’s
end effector with the injection target t. Alignment is suc-
cessful when s is in the circle (tx, ty) with radius tr. Injection
not only requires alignment of x and y but also that sz is
some ε above tz so that when the syringe is lowered it is
inserted into the target. Aside from translational alignment,
orientational alignment is also necessary. The Z axes of s
and t must ideally be anti-parallel (↑↓) to each other, where
−→sz is the axis pointing to the direction of the needle and −→tz
is the axis pointing upwards from the target. This ensures
that the two are rotated in a way that would allow insertion
of the needle into the target by moving down along the Z
axis. Initially, we assume random configurations qb and qa,
random s, and a fixed t.

Accurate alignment of the needle is required before mak-
ing contact with the injection port. Figure 2 illustrates the
problem of aligning the needle with the target and equation
1 summarizes the injection problem, where the alignment
function f controls the robot by computing and executing a
set of motions in a closed loop, until the set of constraints
to enable accurate alignment and successful injection are
met. We note that due to the flexibility and fragility of the
needle, as well as the force required to pierce the rubber
septum inside the injection port, approaches that rely on
force feedback will not work and can be dangerous. Another
challenge is that the pose of s and t is unknown and must
be estimated.

s′ = f (s, t,qb,qa)|(sx − tx)
2 +(sy − ty)

2 ≤ t2
r

∧sz = tz − ε ∧−→sz ↑↓ −→tz
(1)



B. Method Overview

Our method uses two machine vision cameras installed on
the XZ and YZ planes of t. We trained a deep learning model
to detect the base and tip keypoints of the needle, and we use
these detections and a visual servoing controller to accurately
move s above t, satisfying the constraints in equation 1.
We also use an AprilTag to first position s near t such that
the needle is visible by the cameras. The cameras are used
to detect the needle on two planes using the deep learning
model and the displacements are used to align the needle to
the target in both planes simultaneously. This alignment is
performed in a loop of needle detection and visual servoing
until alignment is achieved. We show the workspace of the
task in Figure 3.

Fig. 3. Setup of the workspace for the injection task.

The robot we used was a Fetch Mobile Manipulator.
It features a liftable torso, a rotating head with a built-in
RGBD sensor, and a 7-DoF robotic arm mounted on top a
differential drive base. Due to the low RGB image quality of
the built-in RGBD sensor, we mounted an additional Azure
Kinect RGBD sensor with up to 4K RGB resolution on top
of the head. For the machine vision cameras, we used two
Toshiba BU505MCF USB3 TeliCams with Kowa LM12JCM
2/3” 12mm/F1.4 lenses.

C. High-Accuracy Needle Detection

The dimensions of the task objects makes egocentric per-
ception very difficult. They are also metallic and reflective,
material properties that are widely known to complicate
computer vision. Furthermore, common perception errors
such as intrinsic and extrinsic calibration errors can have
significant negative impact due to the millimeter scale on
which the problem must be solved. Consequently, perception
proved to be especially challenging for this problem, and
robust perception was key to successful injection.

Accurately detecting the needle s and the target t is crucial
to successful task completion. We need the position and
orientation of s on the XZ and YZ planes. Unfortunately,
due to the small scale of s, an RGBD sensor did not
suffice. Consequently, we mounted two Toshiba TeliCam
machine vision cameras facing t on two planes, providing
both horizontal and vertical views. Since the cameras are
fixed on the machine, we calibrated the location of t using its
pixel position in the camera frames. The positioning of these
cameras does not require strict precision (e.g., they do not
need to perfectly face the XZ and YZ planes of the target)
as the alignment method uses multiple iterations and can
negate small positioning errors over time at the cost of longer
alignment convergence. We note that augmentation of the
environment (e.g., adding sensors like cameras) is acceptable
in a chemistry lab, as it is a controlled environment.

To detect the needle using the two cameras, we trained a
Keypoint-RCNN model (based on Mask-RCNN [22]) with
a Feature Pyramid Network and a ResNet50 backbone pre-
trained on MS-COCO. We collected and labeled a dataset
of 1432 images of the needle and the target using images
from the two cameras as well as a third top-down camera
that was not used in the method. In each image we labeled
the base and tip keypoints of the needle. The model also
needed bounding boxes, which we did not label manually
but computed using the keypoints. We used an augmentation
pipeline with random horizontal and vertical flipping, random
brightness and contrast, and random hue, saturation, and
value. The input image resolution was 512x384 pixels. We
trained the model for 20 epochs using the AdamW optimizer,
step scheduling for the learning rate, and warmup for 1
epoch, using an 80/20 random data split.

D. High-Accuracy Needle Alignment

Accurate alignment of the needle, as shown in Figure
4, required controlling the various sources of uncertainty
that make planning and control challenging in this scenario,
particularly due to the requirement of using a mobile robot.
Uncertainties include joint encoder errors, controller errors,
and jerk and instability of the mobile robot’s frame. For
example, even small arm velocities can make the mobile
robot’s frame wobble, which can cause the needle to be
thrown out of alignment as it is being lowered to the target.

We used MoveIt [23] for trajectory planning and control
of the robot to approach the injection target and prepare for
injection. For alignment, we interfaced with the Fetch robot’s
arm IK velocity controller and implemented a set of servoing
routines to move the end effector to a desired pose - in this
case the pose that aligns the end effector with the target.

Using the arm servoing routines, we implemented pose-
based and image-based visual servoing using the AprilTag
and the needle keypoints detected from the two cameras. The
servoing routine can align the end effector’s pose e ∈ SE(3)
with the desired needle alignment pose until a distance
threshold ε is met. For translational alignment, we computed
the linear displacement dl of e from the target pose in
every translational axis. The linear velocity is vl = dl/pl ,



Fig. 4. Depiction of the robot aligning the syringe’s needle using our
method.

where pl is a damping factor to slow down the motion.
The angular displacement da is the minimum signed Euler
angle difference for each rotational axis and so the angular
velocity is va = da/pa, where pa is another damping factor.
The velocities are recomputed in a loop until the Euclidean
distance of e from the target pose for both translation and
orientation meet distance thresholds ε1 and ε2 for each set
of axes, respectively.

We use the visual servoing to align s with t. We first
detect the needle keypoint sets kh = (kh,1,kh,2) and kv =
(kv,1,kv,2) from the two camera frames Fh and Fv using the
deep learning model described in Sec. III-C. The keypoint
sets kh and kv are both composed of two (x,y) image points
k1 and k2, where k1 is the keypoint for the base of the needle
and k2 is the keypoint for the tip of the needle. The goal is to
move s so that it is inside the radius tr. In order to determine
if s is inside tr, we precompute the pixel bounds bh and bv
of t for Fh and Fv, and then check if k2 for both kh and kv
is in the bounds of t as seen in equation 2.

(bh,min ≤ kh,2 ≤ bh,max)∧ (bv,min ≤ kv,2 ≤ bv,max) (2)

To determine how much we need to move s, we compute
the pixel difference of k2 from the center of bh and bv and
convert it to millimeters using the formula dmm = dpx/Fppmm,
where dmm is the distance in millimeters, dpx is the distance
in pixels, and Fppmm is the pixels-per-millimeter approxi-
mated by measuring the dimensions of t in both Fh and
Fv. The distance dmm is computed for each camera frame,
and we need to move the end effector so that this distance
is minimized. To achieve this, we compute kh and kv and
move the end effector using the servoing routines explained
in the previous paragraph so that dmm is minimized for both
planes simultaneously. We do this in a loop until k2 for each
kh and kv is within bh and bv, respectively. When this is
achieved, s is aligned with t, and s can be safely inserted in
t by lowering the end effector along the Z axis.

E. Implementation Details

The solution is implemented with ROS and we used
three custom nodes: (1) an injection controller node, (2) a

needle detection node, and (3) a TeliCam streaming node.
The injection controller node is responsible for controlling
the robot throughout the task. The needle detection node
provides a service that returns the needle keypoints for a pair
of cameras. Finally, the TeliCam streaming node interfaces
with the Toshiba TeliCams and provides images. We also
used two third-party nodes, including a node that interfaces
with the Azure Kinect and a node for AprilTag detection [2].

In order to interface with the Toshiba TeliCams, we imple-
mented a high-level C++ driver for USB3 Toshiba TeliCams,
which we have open-sourced [24], and used it to create a
ROS node. The driver and node make it easy to interface
with multiple cameras at once and define parameters such as
exposure time, gamma, white balancing, and decimation for
every camera. The software allows the cameras to be used
in continuous streaming mode or snapshot mode to capture
images on demand.

IV. EVALUATION

To evaluate our method, we measured the success rate,
the distance of the syringe’s needle tip from the target after
alignment, how well the method performs under uncertainty,
and the execution time. Performance under uncertainty was
especially important, because uncertainty in grasping and
navigation can make alignment of the needle more difficult.
The sources of uncertainty we look at include the grasped
syringe position and orientation as well as navigation un-
certainty. An effective injection automation method needs to
minimize variance in the distance of the needle tip from the
target center, i.e., it must have high repeatability.

A. Comparison Methods

We compare our approach with a simpler method, which
we label ”AT”, that only used an AprilTag for aligning the
syringe needle. The method involves attaching an AprilTag
close to the target t and defining a fixed transformation offset
for where t is. We used the visual servoing routine described
in Sec. III-D to align the needle with the target. The servoing
target pose was the injection target t, based on the AprilTag
pose. We tried this method with multiple resolutions of the
head-mounted Azure Kinect camera, including 1080p and
2160p, and noticed improved accuracy with higher resolu-
tion. We identify the automated injection methods using only
the AprilTag with the 1080p and 2160p camera resolutions
as AT 1080p and AT 2160p, respectively.

We compare three methods: our method, AT 2160p, and
AT 1080p. While our method also utilizes AprilTag detection
for the first stage of the algorithm, we use the two machine
vision cameras and deep learning for needle alignment. For
consistency, we used 2160p resolution for the head-mounted
camera in our method, but the resolution has negligible effect
on the method’s performance as it primarily relies on the two
cameras mounted on the instrument.

B. Experimental Setup

We conducted a total of 63 trials, 21 for each method.
In each trial, we introduced uncertainty by adjusting the



Our Method AT 2160p AT 1080p
0

20

40

60

80

100
Su

cc
es

s
R

at
e

(%
)

Fig. 5. Success rate of each method. Our method achieved a 100% success
rate while the other two methods achieved less than a 10% success rate.
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Fig. 6. Accuracy of each method based on a total of 63 trials, where lower
needle tip error indicates higher accuracy.

yaw of the mobile base, its distance from the target, and
the position and orientation of the syringe in the gripper.
The base yaw was varied in the range of +/-15 degrees,
where 0 degrees indicates that the base is directly facing the
target. We measured the distance of the base from the target
based on the distance of the camera, which was between
87.8 and 95 cm, constrained by the robot’s arm reach and
the GC. Since the syringe may not be grasped identically
each time, we varied its position and orientation in the
gripper. The syringe’s position was uniformly sampled within
a range of +/-5 mm from the center of the gripper, while
the syringe’s orientation was uniformly sampled within +/-9
degrees from perfectly vertical (90 degrees). For the first
five trials, the syringe’s position and orientation were fixed
(i.e., it was kept straight and centered in the gripper) to
establish a comparative baseline. We assessed the accuracy of
each method by measuring the needle tip error (i.e., the XY
(planar) distance of the needle’s tip from the target after the
method finished executing), with lower distance indicating
higher accuracy. A trial was deemed successful if the needle

tip error was ≤ 1.50mm.

C. Experimental Results

Our method achieved a 100% success rate, as shown in
Figure 5, whereas the AT 2160p and AT 1080p methods
achieved 9.52% and 4.76% success rates, respectively. Based
on average accuracy, shown in Figure 6, our method was
11.44x more accurate than AT 2160p and 12.35x more
accurate than AT 1080p. In its best trial, our method was
41.24x more accurate than AT 2160p and 46.52x more
accurate than AT 1080p. The standard deviation of our
method was more than 19 times less than that of the AT
2160p method and nearly 20 times less than that of the AT
1080p method. The end result was that our method achieved
much lower distance and spread of the needle from the target.

Our method is robust to various sources of uncertainty,
such as differences in grasped syringe position, grasped
syringe orientation, and mobile base yaw. As shown in Figure
7, our method achieves high accuracy for both low and high
uncertainty, whereas the AT methods degrade under higher
uncertainty for syringe grasping orientation and position as
well as mobile base yaw. We define low and high uncertainty
based on the deviation for each source in regards to its
range. Specifically, we define low uncertainty as indicating
the deviation from the desired value being ≤ 30% of the
uncertainty range specified in Sec. IV-B (e.g., grasping
position and orientation is close to centered and vertical,
mobile base yaw is close to facing the target), whereas
high uncertainty indicates deviation > 30%. A deviation in
base yaw changes the rotation of the head-mounted camera,
causing the AprilTag to deviate from the image center, which
increases the pose estimation error [25]. As for the mobile
base distance, there is no known ideal value from which to
measure deviations due to uncertainty, and varying distance
had no significant effect on our method since all distances
allowed the robot’s arm to reach the target.

We achieve high success rate in the presence of uncertainty
by accurately perceiving the position and orientation of the
syringe’s needle, which enables successful alignment regard-
less of how the robot grasps the syringe. Our method also
utilizes fixed cameras near the injection target to perceive the
needle and the injection target. This allows our method to be
extended to different types of targets and needles, where only
the pixel boundary of the target needs to be adjusted, while
the needle’s keypoints remain in the same relative locations.
In contrast, the AT methods lack perception of the needle
and precise knowledge of the target, leading to uncertainties
in needle positioning and orientation that cannot be handled.
Furthermore, errors in the AprilTag pose estimation have a
minimal impact on our method, as it is only used to bring
the needle in the vicinity of the target.

The average task completion time for our method was 57
seconds, whereas for the AT 2160p and AT 1080p methods
the average time was 33 and 31 seconds. On average, our
method was 75% slower than the AT 2160p method and 83%
slower than the AT 1080p method. We note, however, that
the runtime cost our method is not the primary cause of the
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(a) Syringe Grasping Orientation
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(b) Syringe Grasping Position
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(c) Mobile Base Yaw

Fig. 7. Accuracy of each method grouped by source of uncertainty. Our method achieves lower needle tip error compared to the AT methods, and this
effect is magnified when uncertainty increases in syringe grasping orientation and position and mobile base yaw.

slowdown, but rather low velocity during the alignment phase
in order to keep the robot stable. The speed of the method
can be significantly increased by using a higher-quality, more
stable robot.

D. Needle Detection

The needle detection model demonstrated high accuracy
with a validation L1 loss of 0.75 for the base keypoint k1
and 1.64 for the tip keypoint k2, based on 286 test images.
Considering that the input image dimensions were 512x384
and that the needle is only aligned horizontally in the image,
this translated to an error of at most 0.15% of the image
width for k1 and 0.32% for k2. The loss plots for k1 and k2
are depicted in Figure 8.
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Fig. 8. Training and validation loss curves for the base and tip keypoints.

In general, higher accuracy was achieved with the base
keypoint than the tip keypoint. We hypothesize that the
higher accuracy for k1 is likely because of its clearer
structure due to the prominent syringe features above it.
The model is also robust to blur when the needle is out
of focus. It was critical for the model to be robust to
blur, since the cameras have a close focal distance. Overall,
the model can detect the needle despite challenges such as

Fig. 9. Sample images with the needle keypoints detected by the model.
The red keypoint is k1 and the blue keypoint is k2. The images in the left
column are from the camera on the YZ plane, and the images on the right
column are from the camera on the XZ plane.

orientation variations and blurriness. Figure 9 shows some
sample images and the detected keypoints.

V. CONCLUSIONS

We presented a method for automating high-accuracy in-
jections using a mobile manipulation robot for chemistry lab
automation. Our method allows this critical step for chemical
analysis to be automated with a mobile manipulation robot,
unlocking greater automation scale. Our method can align a
syringe to a target (e.g., a GC injection port) with submil-
limeter accuracy, while being robust to grasping errors and
mobile base navigation errors. This is achieved by detecting
the syringe’s needle using a deep learning model from two
machine vision cameras and performing image-based visual
servoing to move the end effector such that the needle is
aligned with the target. In addition, we use an AprilTag
for initial positioning of the end effector. We compared our
method to simpler methods that only use an AprilTag from
which the pose of the target is calibrated. We showed that
our method achieved a 100% success rate and that it was



on average over 11 times more accurate, while being robust
to sources of uncertainty such as syringe grasping error and
mobile base navigation error. In future work, we plan to
continue development of the mobile manipulation robot by
automating additional tasks critical for the acceleration of
experiments in chemistry labs.
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