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Abstract— As scientific research in chemistry, materials sci-
ence, and applied sciences becomes increasingly complex and
data-driven, there is a growing need for efficient, scalable, and
flexible automation to accelerate discoveries and reduce human
burden and error in laboratories. We introduce the Exper-
iment Orchestration System (EOS), an open-source software
framework and runtime offering a comprehensive foundation
for laboratory automation. EOS offers an extensible framework
allowing users to define labs, devices, tasks, experiments, and
optimization criteria using YAML and Python plugins, and
also offers a distributed runtime for managing and executing
automation. EOS has a central orchestrator that communicates
with and controls laboratory equipment to execute tasks. EOS
implements autonomous experiment campaigns, parameter op-
timization, task scheduling, result aggregation, and more. By
providing a common infrastructure for laboratory automation,
EOS aims to reduce automation implementation barriers and
accelerate discoveries in science laboratories.

I. INTRODUCTION

Science laboratories in fields such as chemistry and
materials science drive innovation in applications such as
energy, sustainability, and electronics. This research often
requires synthesizing, characterizing, and optimizing novel
molecules and materials. Creating and optimizing molecules
and materials requires navigating a vast chemical space of
possible reagents, reactions, chemical systems, and process
parameters. While intuition, knowledge, and computational
modeling can help narrow the space, real-world experimenta-
tion is necessary to explore the chemical space and discover
optimal solutions.

Robots and autonomous systems can automate tasks in
science laboratories, producing experimental results faster
and with greater reproducibility [1]. Automated laboratory
tasks can include transporting samples, loading apparatuses,
conducting measurements and analyses, and processing data.
Successful implementations employ liquid handling robots
that precisely dispense microliters of reagents [2], [3], robotic
arms that transfer samples between adjacent apparatuses [4],
[5], mobile manipulation robots that transport samples be-
tween spatially distant apparatuses [6], [7], and machine
learning models that optimize experimental parameters [8].

*This work was supported by the Creativity Hub at the University of
North Carolina at Chapel Hill and the University of North Carolina System
Research Opportunities Initiative (ROI).

1Angelos Angelopoulos, Cem Baykal, Jade Kandel, and
Ron Alterovitz are with the Department of Computer Science,
University of North Carolina at Chapel Hill, NC 27599, USA
{aangelos,kandelj,ron}@cs.unc.edu

2Matthew Verber and James F. Cahoon are with the Department of
Chemistry, University of North Carolina at Chapel Hill, NC 27599, USA
{mverber,jfcahoon}@unc.edu

Workcells of
Robots + Apparatuses 

Mobile Robots
Products, Data

EOS
Founda�on of the automated laboratory

Op�miza�onConnec�vityScheduling ...

Automated Laboratory

Work

DataScien�sts

Data

Fig. 1. EOS is a comprehensive foundation for building, managing, and
running automated laboratories.

Automation can accelerate the search of vast chemical spaces
and speed up scientific discovery.

Automating science laboratories is challenging. Diverse
tasks that are constantly changing must be performed, spe-
cialized lab equipment may be shared between autonomous
systems and scientists, and safety requirements must be sat-
isfied [1]. These considerations make science lab automation
ill suited to many manufacturing automation approaches,
which work best when the same tasks are performed re-
peatedly. To efficiently automate laboratory tasks, we need
software to coordinate and operate disparate robots and
apparatuses to run experiments, adapt to new experiments
and changes in the laboratory, collect and organize data,
and integrate artificial intelligence (AI) for parameter opti-
mization. The current lack of software infrastructure for lab
automation hinders automation implementation, experiment
protocol sharing and reproducibility, and automation reuse.

We introduce the Experiment Orchestration System (EOS),
an open-source [9] framework and runtime (execution en-
gine) offering a comprehensive foundation for laboratory
automation. Using EOS, scientists can implement tasks and
devices, define experiments, specify objectives, and EOS will
schedule and execute the tasks, organize results, and optimize
experiment parameters based on the objectives (Fig. 1). EOS
can support any level of laboratory automation [1], from
level 1 “assistive automation” in which EOS controls a
single instrument to level 5 “full automation” in which EOS
orchestrates entire multi-step experiments.

EOS enables scientists to set up automation and define
their tasks and objectives using YAML [10] and Python.
Scientists can then use EOS to run the automation. EOS or-
chestrates distributed tasks, communicating with and control-
ling laboratory apparatuses. Through experiment campaign
management, task scheduling, automatic result aggregation,
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Fig. 2. EOS offers the foundation for laboratory automation.

parameter optimization, and validation, EOS enables closed-
loop automation (Fig. 2). By lowering the barrier to imple-
menting laboratory automation, EOS can greatly benefit both
newcomers and existing laboratory automation users.

II. RELATED WORK

There has been much work of varying complexity in labo-
ratory automation. Implementations commonly used bench-
top workcells [4], [5], [11], [12], [13], [14] consisting of
apparatuses connected with fixed robot arms for batch pro-
cessing or tubes for flow chemistry. Others have used Carte-
sian robots such as liquid handlers for rapid synthesis with
multi-well plates [2], [15], dual-arm manipulators for faster
task completion or bimanual dexterity [16], and even mobile
robots for transporting samples and loading/unloading them
to/from apparatuses [6], [17], [18], [7]. We briefly highlight
two laboratory automation implementations [4], [6], which
we selected due to their complexity.

Burger et al. [6] focused on photocatalysis, automating
experiments to find active photocatalyst mixtures. A KUKA
KMR iiwa [19] mobile manipulator transported samples
between 9 stations containing apparatuses for tasks like dis-
pensing, capping, sonication, and chromatography. The robot
loaded/unloaded samples and operated equipment via API
calls. Each experiment took 8 hours, and experiments were
autonomously optimized. A custom “process management
system” controlled the lab apparatuses and the robot through
protocols such as TCP via Ethernet/Wi-Fi and RS-232.

Szymanski et al. [4] built an autonomous lab for inorganic
powder synthesis. It comprised three workcells, each with a
robot arm and apparatuses for chemistry. The lab operated
for 17 days, conducting 355 experiments. Synthesis recipes
were generated using AI models mining literature data. Tem-
peratures were also predicted using AI and reactions were

optimized using a custom method. The lab was controlled by
“AlabOS”. Equipment drivers and tasks were implemented in
Python, with tasks executed as actors. The system tracked
equipment and samples to prevent conflicts. Experiments
were represented as directed acyclic graphs and executed
based on equipment availability and prioritization.

Laboratory automation faces significant challenges due
to diverse equipment and complex integration needs [1].
Research groups invest much time in developing software
for device drivers, communication protocols, data pipelines,
parameter optimization, and optimizing throughput, leading
to redundant efforts with limited reusability. While systems
like SiLA 2 [20] and HELAO-async [21] have attempted to
address some of these challenges, their adoption has been
limited. SiLA 2 is a client-server architecture for integrating
laboratory automation components. Systems like SiLA 2
Manager [22] have added orchestration capabilities to SiLA
2, but they are more limited than EOS, lacking features such
as optimized scheduling, campaign optimization, and user
code hot reloading.

To address these limitations, we developed EOS as both a
comprehensive framework and orchestration engine for labo-
ratory automation. EOS combines ease of use with extensive
functionality, including integration with external systems,
support for diverse workflows, and features for autonomous
experimentation. Unlike existing systems, EOS provides a
comprehensive suite of capabilities including actor-based dis-
tributed communication, task scheduling, data aggregation,
and parameter optimization. EOS abstracts complexity, is
extensible, and is built to support the future of laboratory
automation.

III. THE EXPERIMENT ORCHESTRATION SYSTEM

EOS supports crucial aspects needed for laboratory au-
tomation, illustrated in Fig. 2. During the design phase, rather
than having to build complex systems from scratch, EOS
provides a structured framework for defining laboratories,
devices, tasks, and experiments as well as a package system
for organizing them. For example, EOS offers Python and
YAML interfaces for implementing device drivers and tasks.
The framework provided by EOS saves scientists time and
effort and makes automation easier to develop, understand,
and share.

After the design phase, laboratory automation goes
through the execution, data collection and analysis, and op-
timization phases. EOS is a comprehensive runtime for lab-
oratory automation, handling aspects such as state manage-
ment, data persistence, task scheduling, validation, parameter
optimization, and distributed execution across lab comput-
ers. EOS also simplifies administrative tasks like updating
code across laboratory computers through hot reloading and
automatic code deployment. The major features of EOS
are summarized in Fig. 3. In the following subsections we
describe how EOS supports the key phases of lab automation,
as shown in Fig. 2.



Fig. 3. The major features of EOS.

A. Design

During the design phase, EOS provides a structured frame-
work for scientists to implement laboratory automation and
design experiments. Here we present the key components
that make up this framework.

Packages: Automation in EOS is organized in packages.
A package can contain any combination of laboratories,
experiments, devices, and tasks, along with arbitrary code
and data. For instance, a package might contain task and
device implementations for equipment from a specific man-
ufacturer, while another might contain experiments designed
for a particular lab. EOS packages can be shared with others,
similarly to ROS [23] packages.

Laboratories: Laboratories house an array of components
including computers, devices (e.g., apparatuses), and sample
containers, all used for experiments. Scientists define each
laboratory in a YAML file specifying (1) the locations in the
lab (useful for mobile robot navigation), (2) the computers
connected to EOS that can run work, (3) devices in the lab,
with their specific locations and connected computers, and
(4) sample containers, grouped by type (e.g., beaker, vial)
and given unique identifiers.

Devices: Automation is executed by devices, such as
laboratory apparatuses and robots, which require drivers
enabling EOS to interface with the hardware and execute
automation. In EOS, scientists define devices with two files:
(1) a YAML file containing a unique “type” for the device
(e.g., magnetic mixer) and any initialization parameters (e.g.,
socket ports for physical device connections), and (2) a
Python file with the “driver” implementation.

Tasks: Tasks coordinate and control devices. Scientists
define tasks using a YAML file and a Python file. The YAML
file is an interface contract and documentation, specifying
requirements such as the required device types, input/output
parameters with data types, constraints, and containers. The

1 type: Magnetic Mixing
2 desc: Mix the contents of a beaker
3

4 device_types:
5 - magnetic_mixer
6

7 input_containers:
8 beaker:
9 type: beaker

10

11 input_parameters:
12 mixing_time:
13 type: int
14 unit: sec
15 min: 5
16 desc: How long to mix
17

18 mixing_speed:
19 type: int
20 unit: rpm
21 min: 60
22 max: 2000
23 desc: How fast to mix

Listing 1. Sample YAML specification for a magnetic mixing task.

Python file implements the task logic. Example YAML
and Python files for a magnetic mixing task are shown in
Listing 1 and Listing 2, respectively.

Experiments: An experiment is defined by a directed
acyclic graph (DAG) of tasks. Scientists define each experi-
ment in a YAML file containing (1) the laboratories involved,
(2) the parameters to initialize containers, and (3) the tasks
to be executed. Parameters can be hard-coded values or
references to other task inputs and outputs. Task input param-
eters can also be dynamic, denoted as “eos dynamic”, which
allows input to be provided at a later time by a scientist or by
an optimizer, the latter enabling closed-loop experimentation.
Tasks have dependencies to establish ordering. An excerpt of
an experiment task sequence is shown in Listing 3.

Campaigns: A campaign is a sequence of repeated exper-
iments whose parameters are provided by an optimizer. The
goal of the campaign is to achieve some objectives by finding
the optimal parameters. For example, the goal of a campaign



1 class MagneticMixing(BaseTask):
2 def _execute(
3 self,
4 devices: BaseTask.DevicesType,
5 parameters: BaseTask.ParametersType,
6 containers: BaseTask.ContainersType,
7 ) -> BaseTask.OutputType:
8 magnetic_mixer = devices.get_all_by_type(
9 "magnetic_mixer"

10 )[0]
11

12 containers["beaker"] = magnetic_mixer.mix(
13 containers["beaker"],
14 parameters["mixing_time"],
15 parameters["mixing_speed"]
16 )
17

18 return None, containers, None

Listing 2. Sample Python implementation for a magnetic mixing task.

1 tasks:
2 ...
3 - id: dispense_colors
4 type: Dispense Colors
5 desc: Dispense colors into a container
6 devices:
7 - lab_id: color_lab
8 id: color_dispenser
9 containers:

10 beaker: retrieve_container.beaker
11 parameters:
12 cyan_volume: eos_dynamic
13 magenta_volume: eos_dynamic
14 yellow_volume: eos_dynamic
15 black_volume: eos_dynamic
16 dependencies: [retrieve_container]
17

18 - id: move_container_to_mixer
19 type: Move Container
20 desc: Move the container to the mixer
21 devices:
22 - lab_id: color_lab
23 id: robot_arm
24 - lab_id: color_lab
25 id: magnetic_mixer
26 containers:
27 beaker: dispense_colors.beaker
28 parameters:
29 target_location: magnetic_mixer
30 dependencies: [dispense_colors]
31 ...

Listing 3. Excerpt from a YAML color mixing experiment definition.

could be to identify more efficient catalysts. Scientists can
manually set dynamic parameters for experiments or delegate
parameter selection entirely to the optimizer.

Validation: Scientists may make mistakes when imple-
menting laboratories, devices, tasks, and experiments. It is
important to catch as many mistakes as possible to in-
crease reliability and safety. EOS performs static validation,
checking for complete task parameters in experiments, unit
specification for numeric parameters, device-computer corre-
spondence, unique sample container IDs, and more. Runtime
validations occur during task execution, such as ensuring
parameters match task specifications in terms of data types
and value constraints.

B. Execution

During the execution phase, laboratory automation is ex-
ecuted and results are generated. EOS supports this phase
with its runtime (i.e., execution engine). After implementing
automation in the EOS framework, the EOS runtime can
manage and execute the automation.
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Fig. 4. The high-level system architecture of EOS.

The EOS runtime consists of a central orchestrator and
a Ray [24] cluster. Ray is a framework and set of libraries
for distributed computing. EOS connects to lab computers
running Ray workers and creates persistent actor processes
to control devices. EOS has a hierarchical execution model
supporting tasks, experiments, and campaigns. The task
executor is at the lowest level, and executes tasks submitted
by users and higher-level executors. Experiment executors
submit execution requests to the task executor for each task
in the experiments. A scheduler coordinates experiments to
prevent conflicts in device and container usage and improve
throughput. At the top level, campaign executors create
experiment executors for each campaign experiment. EOS’s
architecture is summarized in Fig. 4 and major features are
shown in Fig. 3.

EOS loads tasks and devices as plugins at runtime. EOS
spawns each device implementation as a persistent Ray actor
process on the computer connected to the device, providing
an interface between EOS and the device. Tasks in EOS are
transient functions that call device functions through Ray.
Tasks can be simple, using a single device for a single distinct
process, or they can be more complex, grouping together
processes by using multiple devices. EOS automatically
deploys task and device code to the appropriate computers.
For example, if scientists make changes to device code while
EOS is running, the device can be reloaded and EOS will
make a new Ray actor without restarting. The tasks and
devices execution model is illustrated in Fig. 5.

The scheduler enables EOS to execute experiments while
avoiding conflicts in shared devices and sample containers.
The default scheduler uses a greedy policy, scheduling tasks
based on experiment priorities and whenever resources are
available. The scheduling system is modular, allowing for
the integration of new schedulers in the future such as a
scheduler that takes the charge level of a mobile robot into
account.

Devices and sample containers can only be used by one
task at a time. In addition, humans may need to use some
devices or sample containers so EOS should not use them
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for the duration. To ensure safety, EOS allocates devices
and sample containers to “owners” such as tasks or humans.
The scheduler submits resource allocation requests for ex-
periment tasks and the task executor for standalone tasks.
Requests have a priority and a timeout after which they must
be re-issued to avoid deadlocks. Tasks can execute only when
their requested resources have been allocated.

Finally, managing state is crucial. Here, “state” refers to
the current condition and information of all system com-
ponents. To prevent state corruption that may arise from
bad practices or bugs in user code, EOS centralizes state.
The EOS orchestrator manages system state such as task
and experiment statuses as well as creates and destroys
Ray actors for devices and campaign optimizers. EOS also
resolves parameter and container references used as inputs
to tasks. Tasks and devices do not directly edit state as they
do not have access to the EOS database.

C. Data Collection and Analysis

During the data collection and analysis phase, EOS aggre-
gates data generated by tasks and experiments. EOS stores
the data and offers features to help with data processing.

EOS automatically stores all state data for tasks, experi-
ments, and campaigns in a database (PostgreSQL [25]) and
an object store (MinIO [26]). For example, EOS stores state
for recovering from disruptions (e.g., experiment progress),
as well as task results and output files. Persistence is seamless
and requires no user input. For example, EOS aggregates task
results and stores files in the object store automatically. Users
can easily access stored data to validate and replicate work
later.

EOS also supports scalable data analysis through dis-
tributed computing. For instance, scientists can leverage
Ray’s data library for distributed processing of large data
sets, enabling automated data analysis. Scientists can also
use Ray to train machine learning and reinforcement learning
models, serve AI models for inference by other tasks, or run
any distributed tasks and actors they need. These features are
available through EOS tasks and devices.

D. Optimization

In the final phase, EOS uses analyzed data to optimize fu-
ture experiments. EOS includes a built-in Bayesian optimizer
using BoFire [8]. Through BoFire, the built-in optimizer

supports single and multi-objective optimization, surrogate
models such as Gaussian processes and Bayesian neural
networks, several acquisition functions, and quasi-random
sampling such as Sobol and Latin Hypercube. Optimizers
are defined as Python plugins, integrated within the cor-
responding experiment’s EOS package. Scientists can use
the built-in optimizer as is, extend it, or provide their own
optimizers. Optimizers are automatically spawned as Ray
actors on computers specified by the user.

IV. EXAMPLE SCENARIO

In this section, we show how EOS can facilitate lab
automation and optimize an objective. In the example, we
have a laboratory for color mixing. The objective is to learn
how to synthesize a target color specified using RGB (red,
green, blue) with CMYK (cyan, magenta, yellow, black)
ingredient colors while minimizing the used ingredients. The
input space has 10 continuous parameters: a color volume
(amount) and color intensity (dilution) for each CMYK
component, and a mixing time and speed. The number of
parameters and possible colors is in the millions, creating a
large optimization domain. Although analytical color mixing
models could accelerate this process, our goal is to demon-
strate an intuitive end-to-end example of how a laboratory
and optimization objectives can be set up in EOS, and how
leveraging EOS’s features can enable quicker lab automation.
This example’s source code and simulation is available to
download as an EOS package [27].
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A. Design

We implemented an abstract virtual lab with 8 devices: a
robot arm, 3 color mixers, 3 color analyzers, and a cleaning
station. We defined the lab with EOS, implemented the
code for the 4 unique devices, and implemented 8 tasks as
shown in Fig. 6. The experiment begins with the “Retrieve
Container” task, which grabs a specified container with the
robot arm, and “moves” the container to the color mixer for
the next task. We simulate container movement by updating
their locations. The last task is “Store Container”, which uses
the robot arm to store the container used for the experiment.

B. Optimization, Data Collection, Analysis

The objective is to minimize the loss L (c, t) =

w1

√
∑i∈r,g,b(ci − ti)2 +w2v, where c is the synthesized RGB



color, t is the target RGB color, ci are the RGB components
of c, ti are the RGB components of t, v is the total dispensed
color volume, and w1 = 0.8 and w2 = 0.2 are weights.
The loss has two normalized components: (1) a Euclidean
distance for the problem of synthesizing a target color, and
(2) v to penalize large and redundant color volumes.

We configured EOS’s built-in Bayesian optimizer to use
the Upper Confidence Bound acquisition function, and con-
figured 50 Sobol-sampled experiments to collect initial data.
Subsequently, we conducted 100 experiments with optimiza-
tion. We constrained color volume to [0,25], color intensity
to [2,100]%, mixing time to [1,45] seconds and mixing speed
to [100,200]. Color volume and mixing time are unitless, and
are specific to the fluid simulation we used to simulate color
mixing, which we describe later in this section. The optimizer
generates task parameters for each experiment by considering
the task parameters and losses of past experiments (Fig. 6).
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scheduling, data collection, and optimization automatically.

TABLE I
RESULTS OF THE THREE COLOR MIXING CAMPAIGNS.

Campaign Target RGB Best RGB Lowest Loss

1 (53, 29, 64) (57, 28, 53) 0.04
2 (11, 25, 82) (11, 26, 82) 0.02
3 (14, 107, 20) (38, 99, 27) 0.07

C. Execution and Results

We ran three simultaneous campaigns each consisting of
150 experiments (totaling 450 experiments and 3600 task
executions) with Bayesian optimization to discover how to
synthesize three distinct colors specified by the user. To
enable anyone to run this color mixing example with EOS,
we simulate the devices and tasks in the virtual laboratory.
Excluding mixing and robot arm movements, we configured
each task to take 1 second. In order to move a container
from one device to another, the robot arm requires multiple
movements, each of which is configured to take 1 second.
We assume that the robot arm is situated in the center of a
table. For example, if a container needs to move from the
color mixer to the color analyzer, then the arm has to do
three movements: (1) from the center to the color mixer, (2)
from the color mixer to the analyzer, and (3) back to the
center.

The “Mix Colors” and “Analyze Color” tasks interface
with a dedicated fluid simulation over a web socket, sending
commands to dispense CMYK colors at different amounts
and intensities, setting the mixing speed, and computing
the average color. “Mix Colors” runs the simulation and is
the longest task, configured to take up to 45 seconds. The
color mixer device commands the simulation to dispense and
mix the colors in reverse CMYK order. “Analyze Color”
computes the average RGB color on the canvas and is used
by the “Score Color” task to compute L .

To simulate color mixing, we used a real-time GPU-
accelerated fluid simulation [28], [29] based on Stable Flu-
ids [30], and a physically-based color mixing model using
Kubelka-Munk theory [29]. The fluid simulation runs using
WebGL in a browser and uses shaders to apply non-linear
operations over time (e.g., Navier-Stokes equations). For
fluid mixing, we implemented a vortex with configurable
speed. CMYK colors of different amount and intensity can be
placed in the canvas. Color volume is simulated by changing
the radius of the liquid color spawned as a circle in the
simulation, while mixing speed is an amplitude multiplier
that controls the speed of the vortex. We treat the simulation
as a complex black box function, aiming to discover how
to use it to synthesize target colors. Each campaign uses
a dedicated fluid simulation, so there are three browser
windows running concurrently.

EOS streamlined setting up the color mixing experiment
by providing a framework for concise implementation of
devices and tasks. We set up three experiments, one for
each color target. We then set up the optimizers by defining
the parameters, objective, initial sampling, and acquisition
function. We submitted a campaign for each of the 3 ex-
periments, and EOS took care of scheduling, task execu-
tion, and optimization. The scheduler ran the campaigns
concurrently for about 2 hours, executing tasks and using
devices in parallel, saving approximately 4 hours compared
to running sequentially. The results are summarized in Fig. 7
and Table I. Overall, EOS greatly simplified the process of
defining the color mixing problem, and made it easy to run
experiments and generate results.

V. CONCLUSIONS

EOS is an open-source [9] framework and runtime for im-
plementing and executing laboratory automation. It includes
a comprehensive feature set for laboratory automation such
as: YAML and Python plugins for implementing tasks, device
interfaces, and experiments, a package system, static and
dynamic validation, on-demand task, experiment, and cam-
paign execution, scheduling, Bayesian optimization, result
aggregation, and distributed execution. EOS was developed
from our practical need for robust lab automation infrastruc-
ture that could integrate diverse equipment including robots,
custom apparatuses, and AI systems. Moving forward, we
plan many enhancements for EOS and hope it will benefit
the scientific community by lowering barriers to entry in the
rapidly growing field of laboratory automation.
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